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Abstract

This paper examines how explanation requirements vary between
repetitive and unique AI decision contexts through an empirical
study of two XAI prototypes. We analyze user interactions with an
e-commerce moderation system and a communication monitoring
assistant, finding that standardized visual explanations benefit rou-
tine tasks while adaptive approaches suit context-specific decisions.
Our results suggest design patterns for balancing transparency with
usability across different usage scenarios. While our small-scale
study (n=8) and prototype-based methodology limit generalizabil-
ity, particularly regarding real-world implementation challenges
and long-term user behavior, our findings provide valuable initial
insights into context-dependent explanation design. Further re-
search is needed to validate these patterns at scale and address open
questions about optimal confidence communication and security-
transparency tradeoffs.
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1 Introduction

As Al systems become integral to daily life, ensuring effective
human-AlI collaboration requires addressing two key challenges in
Al transparency: delivering consistent explanations for repetitive
tasks and providing contextual explanations for unique situations.
This research addresses three fundamental questions:

(1) How do explanation requirements differ between repetitive
and unique decision contexts in Al systems?

(2) What design patterns most effectively support user under-
standing and trust across these different usage contexts?

(3) How can Al systems balance transparency with cognitive
load while maintaining user engagement?

This study investigates these questions through two complemen-
tary applications of XAI: Listing Explanation & Notification
System (LENS) for e-commerce platforms and Guided Under-
standing & Agreement Rights Detector (GUARD) for commu-
nication monitoring, memory augmentation and misinformation
detection. These applications represent two distinct scenarios: (1)

repetitive decision-making requiring consistent explanations, and
(2) one-time events needing personalized, contextual explanations.

Our first XAl prototype called LENS!addresses the challenge of
listing moderation on e-commerce platforms. Platforms must ensure
marketplace integrity by identifying and removing prohibited items
while providing actionable feedback to sellers. Success depends
on standardized yet detailed explanations that guide compliance.
Effective systems must flag problematic listings accurately and
communicate their reasoning clearly to foster seller understanding
and compliance.

Our second XAI prototype called GUARD? combines memory
augmentation with misinformation detection in an Al assistant that
monitors communications — such as conversations, emails, and
documents — for factual inconsistencies or errors. While memory
aids and fact-checking tools are well-studied separately, their inte-
gration introduces unique opportunities. Memory systems enhance
recall but may propagate misunderstandings, while fact-checking
tools verify information but often lack personal context. Our inte-
grated approach addresses these limitations, helping users detect
misunderstandings, errors, or dishonesty in communication. Cog-
nitive Load Theory underscores the challenges of recalling details
in information-rich environments, where human working memory
struggles [7]. The assistant must offer timely, relevant interventions
while minimizing cognitive overload.

This work examines how recurring and one-time decision pat-
terns shape explanation strategies. Although both scenarios high-
light explainability’s role in fostering user trust and effective collab-
oration, they differ in requirements. E-commerce moderation calls
for standardized, scalable explanations to ensure consistency across
cases. In contrast, communication monitoring requires highly con-
textual explanations that combine personal history with real-time
fact-checking. By exploring these contrasting cases, we aim to ad-
vance XAI frameworks that adapt to varied usage patterns while
addressing shared challenges: balancing transparency with usabil-
ity and maintaining user engagement through clear, actionable
explanations.

2 Related Work

Research integrating memory augmentation with misinformation
detection is scarce. However, prior work in explainable Al, content
moderation, memory assistance, and misinformation detection pro-
vides foundational insights. We build on these domains to design
interfaces that make Al decision-making transparent and actionable
across various contexts.

Explainable AI: Effective explanations must balance clarity and
utility [17]. While model-agnostic methods offer broad applicability

1LENS [12] https://xai.ackop.com/moderator.html
2GUARD [9] https://xai.ackop.com/monitor.htm]
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[19], the optimal approach depends on context and decision fre-
quency. Recent advances, such as Chen et al’s XplainLLM dataset
and framework [6], leverage knowledge graphs and reasoning ele-
ments to generate grounded explanations. Inspired by such devel-
opments, we tailor explanation strategies to specific usage patterns
in our dual-prototype approach.

Engaging users with Al explanations remains a challenge. Dual
process theory highlights the tension between fast, intuitive ‘Sys-
tem 1’ thinking and deliberate, analytical ‘System 2’ thinking [11].
Structured interventions can activate System 2 processes, improving
understanding [13]. Our UI designs combine intuitive workflows
with prompts for deeper analysis, using visual cues to encourage
reflection on Al outputs.

Content Moderation: While explainability research in e-commerce

is limited, studies in social media moderation offer some insights:

e 42% of Reddit users were unaware of post removals until
surveyed, but explanations improved perceived fairness [10].

e Moderation messages with Al explanations enhanced fair-
ness perceptions, though human explanations were preferred
[5].

e Moderator tools should emphasize rapid reclassification of
false Al flags [4].

Content moderation highlights the value of structured expla-
nations for systematic feedback [1] and the need for dynamic,
trust-preserving explanations in real-time decisions [14]. Frame-
works categorizing explainability by user needs [2, 8] inform our
e-commerce moderation prototype, which uses standardized visual
explanations for repetitive tasks. Meanwhile, our communication
monitor incorporates dynamic explanations for contextual deci-
sions.

Memory Augmentation and Misinformation Detection:
Advances in large language models support conversational mem-
ory recall, aiding decision-making for users under cognitive load,
including older adults [16, 24]. Building on these capabilities, our
communication monitoring prototype addresses a critical gap: veri-
fying information accuracy across conversations and documents.

While automated misinformation detection systems show promise,
research has highlighted risks of human over-reliance on these tools,
suggesting the need for transparent and educational approaches
that empower rather than replace human judgment [18].

By synthesizing memory augmentation and misinformation de-
tection, we design an interface that integrates recall assistance with
accuracy validation. This integration allows our communication
monitoring prototype to move beyond isolated memory support or
fact-checking. It offers a unified solution to maintain information
integrity across diverse digital interactions, addressing the growing
complexity of modern communication.

3 E-Commerce Moderation Prototype

For regulatory compliance, fraud prevention and liability reasons
online marketplaces require their listings follow (often a long list
of) specific rules. According to these rules a listing may be flagged
for one or more different reasons. This can leave sellers frustrated
struggling to understand what happened and what actions they can
take. Our Ul prototype demonstrates explanations for three such
reasons:
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MY LISTINGS

Men's Leather Shoes Size 10 Cheap vapes, many colors and

USED - LIKE NEW flavorsil
NEW

$10/ea, Shipping to US is $4.99

1 have many colors and flavors,
you pick what yo...(see more)

Figure 1: E-Commerce Seller UI shows their listings as a grid
of cards which sellers are able to scroll up and down. Listings
that have been flagged are colored red and have a red triangle
which is an alert action button.

(1) The item is prohibited from being sold on the site
(2) Mismatch between listing text and listing images
(3) The item price deviates too much from the norm

Each flagged listing follows a similar review process, in which
a user views explanations for the listing being flagged and then
is offered actions to take. Listings that are flagged are colored red,
and a red triangle alert button is placed at the corner of the image,
easily noticeable, but non-intrusive. For each flagged listing the UI
flow (Figure 2 and Figure 3) follows three steps:

Step 1: Notify The user sees the alert icon/button in the corner
of the listing, and the listing is colored red.

Step 2: Explain The interface informs the user of why the item
was flagged. Contextual visual elements are used:

o Price mismatch/deviation: The popup displays a graph show-
ing the average prices of similar items. The mismatch in
price will be highlighted on the listing.

o Image-text mismatch: The mismatched portion of the image is
highlighted (via segmentation) and the mismatched portion
of the text is highlighted.

e Prohibited item: The mismatched portion(s) of the image
and/or text are highlighted and/or segmented.

Step 3: Adjust or Appeal The user now has the opportunity to
take action. In each case, the user has the option to click a button
labeled “unflag and post,” which allows them to appeal the flagging
decision. The context specific courses of action they can take are:

o Price mismatch/deviation: adjust the list price of their item.

o Image-text mismatch: change the listing text or image to
remove the mismatch.

o Prohibited item: view the list of prohibited items. The pro-
hibited item detected will be highlighted on the list.

3.1 Promotion of Analytical Thinking
The e-commerce moderation design encourages analytical thinking
through the following elements:

(1) Progressive Information Disclosure: The three-step flow
(notify — explain — act) presents details incrementally,
prompting users to process information step-by-step.
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X

Your listing was flagged
because your post claimed to

be selling [Desk], but we
detected images of [Chair] and
[Computer]. We believe there is
a mismatch between product

description and your images.

X

Select the area in your
listing photo where there is
a [Desk] displayed.

Listing submitted. Your listing will
be PENDING until a moderator
reviews it (within 24 hr).

Change image or product
description, or post anyway?

If approved, it will be posted
immediately after. If not approved,
you may come back to this page to
update the listing.

SELECT AND SUBMIT

 UNFLAG AND POST
CHANGE IMAGE

CHANGE PRODUCT INFO

Figure 2: UI flow for notify — explain — adjust or appeal flow, where the model has incorrectly flagged a listing. In this case,
the user is notified by the alert icon, and clicks on it to see that their listing has been (incorrectly) flagged as an image-text
mismatch. The pop-ups explain what the mismatch is, highlighting/segmenting parts of the image and text that the AI thinks
do not align. The user appeals by clicking “unflag and post”, following prompts to submit the petition.

X

Listing submitted. Your listing will
be PENDING until a moderator
reviews it (within 24 hr).

Your listing was flagged
because the average price for
items similar to [Men's Leather
Shoes Size 10] with condition
[USED - LIKE NEW] is $31.

If approved, it will be posted
immediately after. If not approved,

you may come back to this page to
Post listing with current price update the listing.
of $3 anyway?

ADJUST PRICE FIRST

X

Your listing was flagged

X

PROHIBITED ITEMS:

because your post claimed to L, « Adult items
be selling [Cheap vapes] and X « Alcohol
we detected images of [vapes], I « Credit Cards
which we prohibit users from Petition submitted. Your listing will « Cigarettes arn
selling on this site. be PENDING until a moderator « lllegal Drugs
reviews it (within 24 hr). « Firearms
This item cannot be listed, and o - « Hazardous Materials
2 more attempts to sell If approved, it will be posted - « Human Body Parts
prohibited items will result in immediately after. If not approved, e « Live Animals
your account removal from this you may come back to this page to : « Military Items
update the listing. « Offensive Materials
« Personal Information
« Police-Related Items
PETITION TO UNFLAG « Products Posing Health or
Safety Hazards
« Real Estate
VIEW LIST OF PROHIBITED * Services
ITEMS « Stolen Property

Figure 3: Two other e-commerce moderation examples. In both cases the model has correctly identified listings to be flagged.
The user has two options for each; they can petition to unflag, or adjust price (shoes) or view all prohibited items (e-cigarettes).



(2) Visual Evidence Presentation:
o Price graphs show market distributions, guiding sellers to
analyze pricing strategies.
e Image segmentation highlights mismatched elements, en-
couraging careful comparison.
e Prohibited item indicators, paired with a comprehensive
list, clarify policy context.

(3) Interactive Decision Points: Users actively engage through:

e Explicit choices between adjustment and appeal options.
o Evidence review before decision-making.
o A structured appeal process requiring justification.

(4) Contextual Learning: When viewing prohibited items, the
system highlights specific violations alongside the full policy,
helping users understand rules through concrete examples.

Together, these elements transform moderation into an interac-

tive learning experience, fostering understanding of marketplace
policies and listing best practices.

4 Communication Monitoring Prototype

Al-powered communication monitoring identifies potential issues
like ambiguities, discrepancies, inconsistencies, and mismatched
facts across spoken and written communication. While some mem-
ory augmentation tools require specialized devices [16, 24], our UL
design (Figures 4 and 5) is tailored for smartphones.

12:06
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Figure 4: Users receive notifications on their smartphones,
leveraging familiar mobile alerts to communicate detected
inconsistencies non-intrusively.

4.1 Nav-bar Sections

The footer nav-bar has five main sections:
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(1) Documents are used by the assistant during analysis. The UI
supports uploading documents, connecting storage accounts
(e.g., Google Drive), searching, tracking recent changes, and
ensuring important data is available for contextual alerts.

(2) Notifications are color-coded by severity:

o Red for high-risk alerts (e.g., medical or financial issues).
o Orange for moderate risks (e.g., schedule conflicts).
o Yellow for low-risk issues.

(3) Recording gives users control over what is recorded and an-
alyzed. This feature accommodates those who prefer manual
monitoring or want to temporarily disable it.

(4) Settings allows users to adjust detection thresholds, manage
app permissions, and configure features like internet-based
fact-checking. These controls emphasize user privacy and
autonomy.

(5) Information explains how the assistant works, highlights
secure data storage practices, and outlines alert categories.
Clear communication in this section builds trust.

4.2 Notification Features and Tabs

Notifications combine text with contextually relevant emojis (e.g.,
a house emoji for lease-related alerts). Users can sort notifications
by recency, importance, or confidence level.

Detailed explanations are accessible through the Notifications
view, where users can review issues via notification cards. Tapping
‘Learn More’ provides in-depth insights and guidance for resolving
inconsistencies, as shown in Figure 7. This process moves through
three stages, implemented as tabs:

(1) Overview Tab. This tab summarizes the detected issue, con-
fidence level, and supporting evidence. Problematic state-
ments are highlighted in red, and contrasting evidence from
verified documents is shown in green (e.g., highlighting a
lease clause permitting backyard access that contradicts the
landlady’s claim). This transparent design helps users quickly
understand the issue.

Discuss Tab. This tab uses an interactive chatbot interface
to explain the detection process, explore potential risks, and
clarify confidence levels. Users can ask questions or use
suggested prompts. The chatbot provides detailed responses
tailored to each scenario, as illustrated in Figure 8.
Resolve Tab. This tab focuses on actionable solutions. It sug-
gests Al-generated resolutions (e.g., contacting relevant par-
ties via default apps or addressing discrepancies in healthcare
or financial records), allows users to report false positives
to improve system accuracy, and enables custom resolution
paths. These options personalize the user experience while
improving future recommendations.

@

~
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4.3 Promotion of Analytical Thinking

The communication monitor design employs several elements to
encourage analytical thinking and deeper user engagement:

(1) Progressive Information Architecture: The three-tab sys-
tem (Overview — Discuss — Resolve) guides users through
increasingly detailed analysis levels, promoting systematic
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Figure 5: Communication monitoring nav-bar includes: (a) Documents for managing personal files, (b) Notifications for reviewing
detected issues, (c) Recording for manual audio monitoring control, (d) Settings for customization, and (e) Information for user

education.
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Figure 6: User Study Methodology

evaluation of detected inconsistencies. The multimodal ap-
proach enhances comprehension through Dual Coding The-
ory [20], using emojis selected by LLMs for context-appropriate
symbolism [23].

(2) Interactive Evidence Review: Users actively engage with
supporting documentation through color-coded highlights
and linked references, encouraging critical comparison of
contradictory information. Confidence scores use color in-
dicators (green for high, yellow for low), progress bars, and

concise descriptions, aligning with best practices to prevent
Al overreliance [15, 22].
Guided Inquiry Interface: The Discuss tab’s chatbot uses
structured prompts and follow-up questions to promote
deeper analysis of detected issues, their implications, and
confidence assessments. This draws on research about Al
conversational interfaces promoting reflective thinking [21].
(4) Action-Oriented Resolution: The Resolve tab requires
users to evaluate and select appropriate responses, trans-
forming passive consumption into active decision-making.
These structured interactions help manage cognitive load
while maintaining engagement.

—
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=

5 User Study Methodology

We conducted a qualitative study (Figure 6) with eight participants
(university students, ages 18-22). This sample size was chosen as
appropriate for our preliminary investigation, allowing for detailed
qualitative analysis while gathering initial insights to inform future
prototype iterations. The limited scale enabled in-depth interviews
and thorough analysis of user interactions, with plans to expand to
a larger participant pool in subsequent studies.

Participants were evenly split: four computer science (CS) ma-
jors with Al experience and four non-CS majors with limited AI
exposure. This balance allowed us to assess how varying Al literacy
affects understanding and trust in explainable interfaces.

Using a between-subjects design, participants evaluated one
interface: two CS and two non-CS users tested the e-commerce
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that way since the beginning.”

Read Transcript
Ask a question...

Evidence
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Figure 7: A lease agreement contradiction detected with 93% confidence, showing tabs for (a) Overview (detection details), (b)
Discuss (chatbot interaction), and (c) Resolve (proposed solutions).

moderation prototype, while the same split applied to the commu-
nication monitoring prototype.
E-commerce Moderation Tasks:

(1) Review a listing flagged for image-text mismatch: Figure 2
showing desk photo with incorrect description.

(2) Evaluate a price mismatch case: top of Figure 3 showing
shoes priced significantly above market.

(3) Assess a prohibited item flag: bottom of Figure 3 showing
e-cigarette listing.

Communication Monitor Tasks:

(1) Analyze a lease agreement contradiction: Figures 7 and 8
showing backyard access dispute.

(2) Review a medical information discrepancy: Figures 10 and
11 showing conflicting treatment advice.

(3) Evaluate a social inconsistency: Figures 12 and 13 showing
conflicting food preferences.

A retrospective interview collected feedback on participants’
experiences, understanding of Al explanations, and improvement
suggestions. Participants also rated explanation effectiveness on
Likert scales, focusing on understanding the AI’s decision-making
and trust in its explanations (Appendices A, B).

We focused our analysis on how the explanations affected com-
prehension and trust metrics, with particular attention to differ-
ences between CS and non-CS participants’ responses.

6 User Study Results

Table 1 shows how users rated our prototypes on “Understand-
ing” and “Trust”. For the e-commerce prototype, while understand-
ing was uniformly high (5/5) across both groups, CS participants
showed more skepticism in their trust ratings (3-4/5) compared to
non-CS participants (4-5/5) suggesting that technical expertise can
lead to more critical evaluation of Al systems. In the communica-
tion monitoring prototype, CS participants demonstrated higher
understanding (4-5/5) but lower trust (2-3/5) compared to non-CS
participants’ more varied understanding (3-5/5) and trust (3-5/5) rat-
ings. CS participants cited specific technical concerns about privacy
and verification mechanisms, while non-CS participants focused
more on practical utility.

6.1 E-Commerce Moderation

The key themes from user feedback are shown in Table 2.
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Figure 8: Key stages of lease inconsistency analysis: issue identification from phone call, examination of lease agreement
evidence, assessment of potential tenant risks, and explanation of high confidence (93%) based on clear lease terms.

Table 1: System Understanding and Trust Ratings (Likert 1-5
Scale) Across CS and Non-CS Major Participants

Prototype Participant System Trust in
(CS/non-CS) Understanding System
E-Commerce P1 (non-CS) 5 4
Moderation P2 (non-CS) > >
Prototype P3(CS) > 3
P P4 (CS) 5 4
Communication P5 (non-CS) 3 >
Monitorin, P6 (non-CS) > 3
Protot eg P7(CS) 4 3
yP P8 (CS) 5 2
The explanation for [...] detection was fair and transparent.
Image-Text Mismatch Price Mismatch Prohibited Item
neutral

somewhat agree

@ strongly agree

Figure 9: Perception of fairness and transparency of e-
commerce moderation explanations.

Understanding and Trust: As shown in Table 1 participants
have relatively high trust in the e-commerce moderation explana-
tions, responding with at least a 3/5 or above. Additionally, partici-
pants indicated a strong understanding and rated this a 5/5.

Fairness and Transparency: Results are displayed in Figure 9.
In general, participants felt at least neutral about the statement that
each type of scenario explanation was neutrally fair and transparent
(we had no responses for somewhat disagree or strongly agree here).

In the image-text mismatch scenarios, participants generally
agreed with explanations being fair and transparent. In the price
mismatch scenario, both P1 and P2 strongly agreed with this state-
ment. P4 was neutral, but P3 participant strongly agreed and com-
mented they liked the graph and distribution of the price in the shoes
listing. All participants strongly agreed that the prohibited item ex-
planation was fair and transparent, with P4 saying that they “liked
the warning about prohibited items” and P3 saying that they “liked
the e-cigarette pop-up that highlighted which item it was on the list
that was prohibited.”

Frustration: For each scenario, participants were asked to rate
agreement/disagreement with the phrase “The pop-ups for [X] de-
tection were frustrating” where [X] was one of “image detection
mismatches”, “price detection mismatches” or “prohibited item de-
tection”. During surveys, we realized that this question may not
have been worded clearly as participants interpreted this differently.
However, we have a few interesting remarks. P4, who indicated neu-
tral agreement towards price mismatch fairness and transparency,
also gave strong agreement towards this scenario’s pop-ups being
frustrating, commenting: “price mismatch warning didn’t feel nec-
essary.” For image-text mismatch, P1 said they “somewhat agreed”
with the pop-ups being frustrating, and remarked that they would
have liked to “see alternatives for what the computer thought the
detected image was or see other detected items in the image.”
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Table 2: Key Themes from E-Commerce Moderation Feedback

Theme

Representative Participant Comments

Visual Explanations

“Liked the graph showing price distribution” (P3)

“Highlighting prohibited items on the list was helpful” (P3)

Actionable Feedback

“Clear options to adjust or appeal” (P2)

“Easy to understand what needed to be fixed” (P1)

Areas for Improvement

“Would like to see what items Al detected in images” (P1)

“Price mismatch warnings felt unnecessary” (P4)

6.2 Communication Monitoring

The key themes from user feedback are shown in Table 3.

Trust Dynamics and Verification: Participants’ trust in the
system varied depending on the type of inconsistency it flagged.
Factual inconsistencies were trusted more than subjective inter-
pretations. As P5 stated, “If it is based on anything factual, I would
trust it very highly. If it comes to interpreting what someone means...I
would give it a three.” Users also emphasized the importance of
transparent confidence metrics, preferring simplified indicators
over precise percentages. P6 asked, “What makes it 92% not 100%?”
while P7 expressed the need for verifiable confidence, saying, ‘T'd
probably want some stats to verify...the goodness of the measure.”

Interestingly, all participants did not realize that the highlights on
evidence were not reflective of the AI’s attention mechanisms but
were designed to help users quickly spot inconsistencies. Despite
this, the highlights were universally appreciated for their utility
in guiding the user’s attention. As P7 noted, “The red highlights
showed me exactly what to focus on...it helped me see the contradiction
clearly.” This misunderstanding did not appear to undermine user
trust in the system.

Privacy and Control Preferences: Participants strongly pre-
ferred opt-in controls and manual recording options, valuing agency
over when and how the system monitors conversations. P8 noted,
“I probably wouldn’t let it quit conversation monitor...I'd probably do
the recording myself.” There was also concern about data handling,
with users wanting greater transparency regarding who can access
their data and how it is used. P6 summarized this sentiment, saying,
‘T don’t think I would just carry this around and be like, sure, listen to
all of my conversations.”

Interface and User Experience: The system’s use of color
coding for risk levels was well-received, as it simplified comprehen-
sion, though text-heavy explanations were criticized for being over-
whelming. P7 remarked, “The green to the red to green is nice...there’s
a lot of text here and that really simplifies it.” Initial difficulties un-
derstanding the help sections improved after hands-on interaction,
with P6 observing, “While I didn’t understand the explanations in the
info tab, once I was exposed to the notifications...I understood what it
meant.”

Use Case Applications: Users identified value in professional
and academic settings, particularly for verifying accuracy in presen-
tations and documents. P6 suggested, “If I was doing a presentation
and I uploaded all of my references...I'd want to know if anything
I'm saying is contradicted in a reference.” However, caution was

expressed about the system challenging domain expertise. As P7 ex-
plained, “This approaches like this territory where you’re challenging
someone who has a few years of experience in this field.”

7 Discussion

We analyzed how explanation designs in Al systems enhance user
understanding, trust, and satisfaction, informing future XAI de-
velopment. Our findings align with and extend prior work on ex-
plainable Al interfaces [1, 17], while addressing our core research
questions about explanation requirements across contexts, effective
design patterns, and balancing transparency with cognitive load.

For e-commerce moderation, our first research question revealed
that repetitive tasks benefit from structured explanations that ef-
fectively clarify flagged items and outline corrective actions. Visual
segmentation, particularly for prohibited items, improved compre-
hension, supporting research on the value of visual explanations in
Al systems [19]. Graphs highlighting price deviations demonstrated
the effectiveness of multimodal elements for nuanced decisions,
consistent with findings on dual coding theory [20]. However, par-
ticipants expressed frustration with explanations lacking sufficient
context for price mismatches, echoing challenges identified in so-
cial media moderation research [5, 10]. This highlights the need for
user-friendly, data-grounded rationales.

For communication monitoring, addressing our second research
question revealed that design patterns must prioritize simplicity and
clarity in unique decision contexts. Participants preferred intuitive
confidence metrics over precise percentages, aligning with research
on effective confidence visualization [15, 22]. Highlighted inconsis-
tencies effectively guided users, though some misinterpreted them
as representing Al attention mechanisms. This finding suggests
opportunities to leverage ‘System 2’ analytical thinking through
structured visual cues [11, 13].

Regarding our third research question on cognitive load, our
results demonstrate that effective explanations must balance detail
with accessibility. The highlights significantly aided comprehension
despite misinterpretation, emphasizing the importance of designs
that communicate complex processes without overwhelming users.
This validates our approach of progressive disclosure and visual
anchoring as methods to manage cognitive load while maintaining
engagement.

7.1 Implications for Practitioners

Our findings suggest several practical recommendations for XAI
interface design:
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Table 3: Key Themes from Communication Monitoring Feedback

Theme

Representative Participant Comments

Trust Factors

“Trust high for factual checks, lower for interpretations” (P5)

“Need more explanation of confidence scores” (P6)

Privacy Concerns

“Want control over what gets recorded” (P8)

“Unclear who has access to conversation data” (P6)

Interface Design

“Color coding simplified understanding” (P7)

“Text explanations could be overwhelming” (P7)

Use Cases

“Useful for verifying presentation accuracy” (P6)

“Concerns about challenging expert knowledge” (P7)

1. Progressive Disclosure: Layer explanations to prevent cogni-
tive overload [1]. Start with high-level summaries and allow users
to drill deeper as needed.

2. Visual Anchoring: Use consistent visual elements (high-
lighting, color-coding) to draw attention to key information. This
aligns with research showing improved comprehension through
multimodal presentation [20].

3. Confidence Communication: Present certainty levels through
simple visual indicators rather than just precise percentages, fol-
lowing best practices in uncertainty visualization [15].

4. Interactive Controls: Provide mechanisms for users to adjust
explanation depth and verify Al decisions, supporting findings on
the importance of user agency in XAI systems [14].

These guidelines particularly benefit developers implementing
explainable Alin production systems, where balancing transparency
with usability is crucial for adoption.

7.2 Key Lessons

Our user study reinforces three key lessons for explainable AI
design:

(1) Context-Aware Explanations: Effective explanations align
with task frequency. Structured feedback works well for
repetitive tasks, while personalized explanations suit unique,
context-specific decisions.

(2) User Agency: Participants valued mechanisms to act on
explanations, such as “adjust” or “appeal” options in the
e-commerce system and interactive resolution tabs in the
communication monitor. Allowing users to control their
engagement with explanations fosters trust and autonomy.

(3) Transparency and Usability: Transparent systems build
trust but must avoid overwhelming users with excessive
detail. Combining confidence scoring with visual aids, like
color-coded indicators, effectively communicates certainty.
Adapting explanation depth based on user engagement bal-
ances clarity with simplicity.

7.3 Ethical Considerations

Our prototypes aim to adhere to four key principles:
Privacy: In e-commerce, it’s crucial to anonymize sensitive data
to protect sellers’ competitive information. For communication

monitoring, privacy is safeguarded through strong speaker verifica-
tion, clear consent mechanisms, and transparency about recorded
data. Systems must also tackle risks like altered memories from
selective reinforcement or falsified recordings. Tools such as audio
replays can aid this effort, but generative Al adds challenges by
enabling convincing fake recordings.

Bias and Fairness: E-commerce moderation must avoid rein-
forcing marketplace biases by auditing explanation patterns across
seller demographics. Communication monitoring should account
for cultural differences to ensure fair flagging and scoring. Systems
must also address risks of altered recollections from selective re-
inforcement or faked recordings. Features like audio replays can
help, but generative Al complicates this by enabling realistic but
falsified recordings.

Limitations of Explanations: Systems must communicate the
limits of their explanations for example by indicating AI model
confidence. In e-commerce moderation, users should be cautioned
against over-relying on explanations, which cannot fully represent
the underlying moderation processes.

Balanced Adaptability: Systems should adapt to user behavior,
such as frequent dismissal of explanations, by adjusting explanation
depth. Effective explanations must also balance transparency with
system security and user privacy. Continuous evaluation of expla-
nations’ impact on user understanding and decisions is essential.

7.4 Limitations and Future Work

This study faces four key limitations that present opportunities for
future research:

Prototype Fidelity: Our low-fidelity prototypes simulating Al
responses prevented evaluation under real conditions with varying
accuracy, processing speeds, and edge cases. Future work should
implement production-grade Al models to validate findings and
identify real-world challenges.

Implementation Challenges: Real-world deployment intro-
duces integration hurdles with existing platforms, scalability re-
quirements, and privacy compliance needs across jurisdictions. Re-
search is needed on balancing explanation quality with performance
and regulatory constraints.

Confidence Communication: Current percentage-based confi-
dence scores lack contextual meaning. Future work should explore
personalized calibration techniques for contextualizing scores.



Security-Transparency Tradeoffs: Over-disclosure of detec-
tion methods risks exploitation by malicious actors seeking to evade
detection. Research must determine optimal transparency levels
that build trust while maintaining system integrity. This extends
work on adversarial robustness in explainable systems [3] by ex-
amining explanation-specific vulnerabilities.

8 Conclusion

Our study of explainable Al interfaces across e-commerce mod-
eration and communication monitoring revealed distinct patterns
in how explanation design impacts user trust and understanding.
The findings advance our understanding of context-dependent XAI
design in three key areas:

Task-Specific Explanation Patterns. For repetitive e-commerce
tasks, structured visual explanations with clear action paths proved
effective, with users reporting high understanding (5/5) across both
technical and non-technical backgrounds. In contrast, communica-
tion monitoring required more nuanced, contextual explanations,
leading to varied understanding (3-5/5) but highlighting the impor-
tance of progressive disclosure for complex decisions.

Trust Dynamics. Our results revealed that trust formation dif-
fers by context and user expertise. E-commerce users showed high
trust in standardized explanations for routine decisions (3-5/5),
while communication monitoring users exhibited more variance (2-
5/5), particularly around privacy and verification. This aligns with
our discussion findings on the importance of transparent confidence
metrics and user control in sensitive contexts.

Design Implications. The synthesis of our findings suggests a
framework for context-aware XAlI:

o Repetitive tasks benefit from standardized, action-oriented
explanations with consistent visual elements

e Unique decisions require adaptive explanations with pro-
gressive disclosure and strong privacy controls

e Both contexts need clear confidence communication and
user agency in verification

While our small-scale study provides valuable initial insights,
several critical questions warrant future investigation at scale:

e How do these explanation patterns perform under real-world
conditions with varying accuracy and edge cases?

e What are optimal approaches for contextualizing confidence
scores across different usage scenarios?

e How can explanation designs balance transparency with
security against adversarial exploitation?

By identifying these context-dependent patterns in XAI design,
our work provides a foundation for developing more effective,
human-centered explainable Al systems. Future research can build
on these findings to create interfaces that maintain user trust and
understanding while addressing the unique challenges of different
application domains.
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A E-Commerce Moderation User Survey

Each question or statement was rated on a Likert scale from 1-5,
where 1 indicated strong disagreement, 3 was neutral, and 5 was
strong agreement. Participants were asked two general questions
after reviewing all scenarios and the full interface, as well as two
questions for each type of listing flag scenario.

The two general questions were:

(1) “I would trust this system.”
(2) “I understand this system.”

For each of the three scenarios, participants were asked two
additional questions about frustration and about fairness and trans-
parency:

(1) “The pop-ups for [X] were frustrating”

(2) “The explanations for [X] were fair and transparent.”
where [X] was one of “image detection mismatches”, “price detec-
tion mismatches” or “prohibited item detection”.

Finally, participants provided open-ended feedback on what as-
pects of the interface they liked, disliked, or would change.

B Communication Monitoring User Survey

As before, each question or statement was rated on a Likert scale.
Participants were asked five general questions after reviewing all
scenarios and the full interface, along with an initial comprehension
question for each inconsistency scenario.

For each inconsistency scenario, participants were first asked:

(1) “In your own words, explain what inconsistency the system

detected”

After reviewing all scenarios, participants rated their agreement
with the following statements:

(1) “The system’s inconsistency detection is reliable.”

(2) “I trust this system’s ability to detect inconsistencies.”

(3) “I would be comfortable using this system in my daily life”

(4) “T understand the system’s explanations.”

Finally, participants provided open-ended feedback on what as-
pects of the explanations influenced their trust or distrust in the
system.

C Additional Scenarios
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Figure 11: Stages of a medical alert explanation: issue detection from a monitored conversation, evidence collection from
orthopedic guidelines, analysis of potential risks from incorrect treatment, and explanation of the system’s confidence

assessment.
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Figure 12: A conversation contradiction alert, where Alex made sushi dinner plans despite earlier expressing disinterest in
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Figure 13: Detailed analysis of a sushi dinner contradiction: issue detection at Company Office Building, SMS evidence collection,
assessment of social risks, and explanation of low 52% confidence due to ambiguous mood indicators and informal planning.
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